9.1 November 19, 2013

9.1 Introduction to Probability

Experiment-->The act of making an observation. w —l‘,s a C\D.; A
Outcome-->One of the possible things that can occur. w H o T

Sample Space-->The set of all possible outcomes (usually denoted as S). (The
sample space is called uniform if all outcomes in S are equally likely.) Py S = H' ,T
—

Event-->A subset of the sample space (usually denoted as E or A). M A - { T‘g
—— -

Probability-->The relative frequency we expect an event to occur
(can be written as a fraction, decimal, ratio or percent)
n( E) = hw mbvf

That is, the probability of an event E is the number of V( '&L(_ h\bds /4“4‘10'-\%
in E

ways the event E can happen divided by the
number of outcomes of S.

Since , AcEcS , and we know that the number of elements in -
the gipty setis 0,i.e. n(&)=0 ,then % V\(ﬁ)-'
- n( $)=2
0<n(E)<n(S) . And dividingby =(S) ,we get n
0 n(E) n(S) . )_: 2
n(S)“n(S)Sn(S) . Finally, we have f(A

* l 0<P(E)=<1 ’ In other words, the probability of any event P( ¢)=_ O

is always a number between 0 and 1 (inclusive).

and P(@)=0 and P(S)=1
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Experimental Probability-->The probability calculated from an actual experiment. ‘\
The probability for the same event may vary from observation to observation. \ D0 t\mes

G4 534 9T p(#)=DS3 ()0

o
. e - . . . L]
Theoretical Probability-->This is based on ideal occurrences (usually what we U/X ‘,'OSS A,\ ConN

mean when we say “probability”).
P(W)= PeT)= &

Law of Large Numbers (Bernoulli's Theorem):
If an experiment is repeated a large number of times, the experimental or
empirical, probability of a particular outcome approaches a fixed number as the
number of repetitions increases.

(As it turns out, the experimental mean approaches the theoretical mean.)

3
PANR)= T2

o

The probability of A OR B is equal to the probability of A plus the probability of B
minus the p ili twice).
P(AUB)=P(A)+P(B)-P(4ANB)

If Aand B are mutually exclusive (meaning that they have nothing in common), I)(A)_:J_, 2—_
then : 3
P(AUB)=P(4)+P(B) since AnB=g “€X @ [
Ly

The probability of the the event not happening equals 1 minus the probability of

the event happening. £ E‘ = E ( "* E)

P(E)=1-P(E)
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Ex 1 Roll a die.
(a) What is the sample space, S?

. il,?ﬁ,q,s,(,}

(b) Let E = event that you roll an even  E = ‘t (,73
number. What is P(E)?
P(E)= %= at
P(E)= 2 = ekt
(c) P(rolling a six) = ? JC voll an odd ¥
Ex2  Balls P(2 of same color) ‘1‘1 \B,v6,

33 ‘56
2 of sana color :va«(l

=2 U@“M or Z l°"‘~*( ('Z Same Co\\H) }J‘u ‘&)

= P(BB v M)
@VB" We. Y6 ., — Ax|
i‘“ﬂz@v Y6, ZF.(%\“:?_ _3_
YB vse‘\,z T8 TS
6,886,
RS,
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Ex 3 For a deck of cards N (g) - gz

P(red or face card) = F(Hd) +P (-an (M)
~P(res et face

2 12 _ _¢ Cord)

- 52 S S
32 _[¢
=T (1

S=JRHH, HHT, b HTT,
. THETHT,TTH 77§
Coins P(2|f|‘) = ?(\-\HH o HHT o HTH o TH H)

:(fl:x_aé&:*gs/?; ) = Plh#8)+Peum)+ R Ta)+ Pt H)

- |
<~ % 4 -4 -L <4 \ < ~L
. ‘ & -%’ & ? 2
Dice P Z
oo Poum®) A 80 S 0,0, 4,090

P (\s) (I,L)) G- -
‘ ounies } e “1(')‘3
§UL'“S

n(9)= 34 Q .
S ={2,3,Ll,...},z§ Plsum &)=
(o ety Zay)  P(OMENED,03)

=

W""‘*uﬂ)’ P((\,n,a,z)... ,(L,L)) = -§(£——=

iR
b
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Ex 6 We have 5 skittles in a bag: 1 red, 1 purple, 1 green, 1 yellow
and 1 orange.

Draw two skittles out of the bag at once.

S-3 %, RG, RY, R0, P6, PYPo, 6Y,60, Yo

Let A = event that you get one yellow skittle n(;)._. |o
B = event that both skittles are the same color 'CM
C = event that neither skittle is orange l‘“}""&‘ﬁ'

D = event that one skittle is green and the other is red

(a) List the sample space, and each of these

events as a set, in list form. A _ f&\/, FY) C)\/,\I’OS D= ZK§§

B=1 ¢
C= §RP,RG, RY, 76, PY,6Y §

10 V&Q=’—=?

POV o P

(b) What is the probability of each event A-D?
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Ex 7

There are 10 numbered chips in a bag, numbered 0 through 9.

You pull one chip out of the bag at random.

Let A = the event that the chip is even
B = the event that the chip is a multiple of 3
C = the event that the chip is a nonzero multiple of 5

D = the event that the chip is a multiple of 4

(a) Write out the sample space and each event in set (list) format.

51 ,,,---ﬂj A= jO,’Z‘H.tS B= 103"%
c-§53 D=0}

(b) Use a Venn Diagram (for A and B) to help you determine P(A), P(B),
P(not A), P(not B), P(A or B), and P(A and B). =\_23

(c) Follow the instructions for (b), using events C and D instead of A and

B. Plc :-|—"9 P(CUD)': '\ﬂ\;: %
. ?(D)=(§ P(cnd)= O

| YA
— m)’%
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A o (a)nt PLR)= 2
©®

ad¢ 22 \2 balls

gt neo - 'S' e Pm)-.—%, i
add | R = F(p\_\
Ud 2 R = Prp)e
(Io+.q = ZJ'V\\(W
3“\7"‘7’\\ = 2+n
4
3 (jo+n)= 4(240)

%0+3nz € +4n
22 = n

(VY add B balls & wad POV
add | B = Plw)=—— ‘
add 2 B = P(W)= 'lsf




9.1 November 19, 2013

odd  sane ¥of blls of
L0 colov

W

B

& viﬂ/\* N ?(B)""%

1 (L) Want p(g)= D32

a\B¥I>) Loy §

(a) want P ®)

3+1
add | eall of 2aclh color P(R)~ 0+ =_\9‘S-
R A
" n " 7} ro) I’( ) 3+y\
(q) < 1 10431
o3y, (b)Y 34w -022
\o~|»3n Y
3(3-(-“3': |0+ 3n
] 24n= 032 (Ib+3n
14 3n=10+3n 34 _31+an>
4710 "

NS (-loo) 02—-0.0"['\‘%)
o 20=49n =
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aA\n¥3 O P& s cam‘vas‘\k) = %f‘

Yﬁm ‘“'S'- 7,3 S.q'
%v% mulkia: | ,
4b Compasne 45 4, & ¢

(9 Pl id}‘%

B%‘TS () P(AVC) = prbp Pk shadend s tadry
a\'x\m\ o¢ ok.tmi?\‘ﬂa

(19\ F(A(\c)< leo Mot student is bk,

Poth ala Y- che
) |- _ g ™
() | F<C) =R(T) = prols Yhat Shd;: 15
net hl‘(r.% C\U.N\.
A1A¥S) (&) ¢ Ble=K pall ont Y sod

Y Br=R 2 sodsof\_ 2 .
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’HF:*HPIAS s
’\.54#?" () Plwi)=? 1 2¢erdsane S +7.

20

Plwsn)= P(3 card i< £75,9 o0 |o>=

(L) F(N'\'\>‘—? |-F ‘H: 2 Cavd? ars. ZW‘AK::
Blwin) = P(3* cavd is 395...,0)-_4° _ 4
SO S

URRD (1) Plhaa)= 2 =2 (4)P(ou and clul)

T2

wiN \n
o



